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Characterization of the Creep
Deformation and Rupture
Behavior of DS GTD-111 Using
the Kachanov–Rabotnov
Constitutive Model
Creep deformation and rupture experiments are conducted on samples of the Ni-base
superalloy directionally solidified GTD-111 tested at temperatures between 649°C and
982°C and two orientations (longitudinally and transversely oriented). The secondary
creep constants are analytically determined from creep deformation experiments. The
classical Kachanov–Rabotnov model for tertiary creep damage is implemented in a
general-purpose finite element analysis (FEA) software. The simulated annealing optimi-
zation routine is utilized in conjunction with the FEA implementation to determine the
creep damage constants. A comparison of FEA and creep deformation data demonstrates
high accuracy. Using regression analysis, the creep constants are characterized for tem-
perature dependence. A rupture prediction model derived from creep damage evolution is
compared with rupture experiments. �DOI: 10.1115/1.4003111�

Keywords: creep, material modeling, constitutive modeling, creep damage, directionally
solidified, DS GTD-111, temperature dependence, life prediction, tertiary
Introduction

The advent of directionally solidified �DS� superalloys has led
o major advancements in the power generation industry where
omponents experience high load and temperature environments
1�. Directional solidification involves the casting of a material so
hat grain boundaries are aligned at a desired orientation. During
asting, a columnar-grained structure is achieved by controlled
ithdrawal of a water cooled mold from the hot zone of a furnace.

nduction heating methods provide an adequate thermal gradient
hat prevents nonuniformities due to solidification in advance of
he liquid-solid interface �2�. The results of casting are long
rains, which enhanced impact strength, stiffness, high tempera-
ure creep, and fatigue resistance and improved corrosion resis-
ance, while intergranular cracking was inhibited in transverse �T�
rientations.

Current industry material modeling techniques can be improved
ia application of more accurate constitutive models. Common
ractice in the estimate of high temperature deformation couples a
econdary creep modeling with a plasticity model in a finite ele-
ent software package. Secondary creep modeling alone is not

nough. In some cases, service conditions are such that the tertiary
reep regime is unavoidable. This is particularly important for
omponents under high load and temperature where the tertiary
reep regime can quickly and unexpectedly initiate. It is important
o include tertiary creep modeling because it allows an engineer to
etermine the secondary-tertiary creep transition time and to re-
ove components from service before rapid nonlinear tertiary

reep deformation occurs.
Another fault in current modeling techniques is the typical ne-

lect of temperature dependence. This prevents the modeling of
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quasi-static thermal cycling and can lead to a misestimation of the
creep strain as the structure experiences variable thermal loading.

In this paper, a tertiary creep damage model has been imple-
mented to improve the prediction of creep deformation and rup-
ture of DS GTD-111, a Ni-base superalloy. Secondary creep con-
stants are analytically determined based on experiments from
literature �3�. A creep rupture time model is derived and utilized to
determine initial tertiary creep constants. Creep deformation and
rupture experiments are used in conjunction with an advanced
optimization routine to determine the optimal tertiary constants at
each orientation and multiple temperatures. The secondary and
tertiary creep constants are written into a temperature-dependent
form. Predictions of critical damage and rupture time are provided
and compared with experimental data.

2 Directionally Solidified GTD-111
The subject material superalloy DS GTD-111, a dual-phase Ni-

base superalloy, was developed in 1987 as a first stage bucket
material from uniaxial GTD-111 �derived from René 80 �4��. Di-
rectionally solidified GTD-111 is commonly used in gas turbine
applications �5�. General Electric uses the material on the first
stage in MS7F/MS9F, MS3002, and MS5002C units �6�. The
structure of the grains has been found to produce enhanced creep
life, impact strength, corrosion, and thermal fatigue resistance
compared with its equiaxed counterpart �1,7–9�. The material is
transversely isotropic in the x1-x2 plane, while different material
properties are found on the x3 normal plane �Fig. 1�.

During casting, a columnar-grained structure is achieved by
controlled withdrawal of a water cooled mold from the hot zone
of a furnace. Induction heating methods provide an adequate ther-
mal gradient that prevents nonuniformities due to solidification in
advance of the liquid-solid interface �2�. The long grains inhibit
intergranular cracking in the x1-x2 orientations, the major cause of
failure in turbine blades. These long grains reduce the Young’s
modulus in the longitudinal �L� orientation, resulting in increased

elastic strain and reduced thermal stresses. A consequence of long
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olumnar grains is that the L orientation exhibits enhanced
trength, ductility, and time before rupture compared with equi-
xial polycrystalline �PC� GTD-111.

Through optical and scanning electron microscopy investiga-
ions, a closer look at the grain structure of the material was
esolved. Figure 2 shows the grain structure of both L and T
rientations. The direction of solidification is the x1-x2 plane; thus,
he individual grains’ ends can be observed in this orientation. The
ong grains can be observed on both x2-x3 and x1-x3 planes with
ome slight nonuniformity in orientation. Tighter control of the
hermal gradient could produce improved grain direction unifor-

ity.
The nominal chemical composition of DS GTD-111 in wt % is

iven in Table 1. Microstructurally, DS GTD-111 contains a
ickel austenite ��� matrix, bimodally distributed gamma prime
��� precipitated particles, �-�� eutectic, carbides, and small
mounts of topological close-packed phases �, �, �, etc., as ob-
erved in Fig. 3 �8,10�. It has a high volume fraction of gamma
rime ���� precipitated particles �approximately 60%�, which im-
arts enhanced impact strength, high temperature creep and fa-
igue resistance, and improved corrosion resistance. In the case of
C GTD-111, to obtain the desired microstructure, heat treatment

s used and then abruptly interrupted, leading to a �-�� micro-
tructure that is metastable. Polycrystalline GTD-111 contains
.86 �m and 0.1 �m primary and secondary precipitated par-

ig. 1 Grain structure of DS GTD-111 with microstructure
mposed

ig. 2 Grain structure of GTD-111: „a… T-oriented specimen
nd „b… L-oriented specimen

Table 1 Nominal chemical composit

lement Cr Co Al Ti W Mo Ta C

in 13.7 9.0 2.8 4.7 3.5 1.4 2.5 0.08
ax 14.3 10.0 3.2 5.1 4.1 1.7 3.1 0.12
21013-2 / Vol. 133, APRIL 2011
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ticles, respectively. The �� precipitated particles can morph
�shape, arrangement, size, etc.� to decrease the local energy state
of the lattice �11�. In the case of DS GTD-111, the microstructure
is formed at the liquid-solid interface, and slow cooling during
processing produces large grains, 0.5 �m width primary cooling
�� precipitated particles, and 0.05 �m width secondary cooling
�� precipitated particles. The average grain size is 5�5
�125 mm3 �12�. Components with this microstructure can be
challenging to repair if extensively damaged; however, a number
of methods are under investigation to mitigate this problem �4,9�.

3 Creep Test Data
Creep deformation and rupture experiments were conducted on

L- and T-oriented specimens of DS GTD-111 according to an
ASTM standard E-139 �13� at temperatures ranging from 649°C
to 982°C and various uniaxial tensile stress levels to determine
the creep response of the material over a wide range of conditions.
A list of all creep deformation and rupture test data used is pro-
vided in Table 2 �10�. The 0.2% yield strength, ultimate tensile
strength �UTS�, and estimated primary creep strain are listed as
well. The estimated primary creep strain is the strain at which the
minimum creep strain rate is reached. From experiments, it is
observed that primary creep strain has a very limited effect on
rupture strain and time.

The onset of creep occurs at 0.4–0.6 Tm, the melting tempera-
ture. At 649°C, creep deformation is minimal; therefore, the ex-
periment at 649°C and 896 MPa is set slightly above the yield
strength and exhibits some limited plasticity. The 649°C experi-
ment was used to set a lower temperature bound for the creep
behavior. For all cases, except those at 649°C, time-independent
plasticity is ignored. Generally, creep rupture time increases with
either decreasing applied stress or decreasing temperature. Speci-
mens were obtained from three batches of DS GTD-111, where
each batch exhibited a slightly different creep response. In all the
creep rupture data, scatter is present. This form of scatter, which is
common in creep rupture data, is due to random inconsistencies in
the microstructure or inadequate control of the heat treatment pro-
cess. Manufacturers commonly use a least-squares linear regres-
sion analysis to determine the minimum creep rupture life of an

„wt %… of DS GTD-111 superalloy †6‡

Zr B Fe Si Mn Cu P S Ni

005 – – – – – – – Bal.
040 0.020 0.35 0.3 0.1 0.1 0.015 0.005 Bal.

Fig. 3 Dark areas are the bimodal �� precipitated particles
ion

0.
0.
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lloy while neglecting scatter. Advancements by Zuo et al. �14�
how that the maximum likelihood method produces more accu-
ate predictions of creep rupture life.

From the creep deformation and rupture experiments, the sub-
ect material DS GTD-111 exhibits primary, secondary, and ter-
iary creep strains depending on the combination of test tempera-
ure and stress, and material orientation. Based on these strain
esponses, the deformation mechanisms can be inferred from in-
estigations that complemented mechanical experimentation with
microscopic analysis. In all cases, primary creep has limited

nfluence on rupture strain and time. Deformation at 649°C at
igh stresses is mostly due to elastic strain, along with a limited
rimary creep and a majority secondary creep. At higher tempera-
ures �760°C and above�, deformation is dominated by secondary
nd tertiary creep facilitated by the coalescence of grain boundary
oids into microcracks.

Secondary Creep Constants
In order for the tertiary creep damage model to correctly predict

reep deformation up to rupture, the secondary creep constants for
S GTD-111 need to be determined. Earlier work shows that the

lassical Norton creep power law works well in predicting the
teady-state strain found in the secondary regime. The Norton
ower law for secondary creep is as follows:

�̇cr = A�̄n �1�

here A and n are the creep strain coefficient and exponent, re-
pectively, and �̄ is the von Mises effective stress. Simple analyti-
al methods can be used to determine the secondary creep con-
tants A and n at various temperatures �15�. These analytical
ethods, although good, require duplication of creep tests and

hen averaging to eliminate scatter. In the case of this study, lim-
ted test data are available; thus, a numerical approach is used.
he minimum creep strain rate and the specimen stress load are
ut into the Norton power law, and a system solving algorithm is
sed to determine optimal A and n constants. For most materials,
raditional methods tend to find A and n to be stress independent,
ut there are exceptions �16�. Hyde et al. �17� showed for a Ni-
ase alloy, Waspaloy, that once a critical value of applied stress is
eached the relationship between minimum creep strain and stress
volves. This leads to a two-stage relationship and stress depen-
ence of the secondary material constants. Sajjadi and Nategh �8�
howed that for equiaxial GTD-111 there is an abrupt shift in
eformation mechanism at intermediate temperature and stress
evels, which causes a breakdown of power law creep. Table 2

Table 2 Creep deformation, rupture data,

atl. orient. 	
deg�

Temperature Stress
0.2% yield strength

�MPa�
Ulti
stre°C °F MPa ksi

�0�a 649 1200 896 130 825
�0�a 760 1400 408 60 903
�0� 760 1400 613 89 903
�90� 760 1400 517 75 776
�90� 760 1400 613 89 776
�0� 816 1500 455 66 787
�90� 816 1500 455 66 720
�0� 871 1600 241 35 669
�0� 871 1600 289 42 669
�90� 871 1600 241 35 666
�90� 871 1600 289 42 666
�0� 940 1724 244 35 NA
�90�a 940 1724 244 35 NA
�0� 982 1800 124 18 NA
�0� 982 1800 145 21 NA

Manually fit.
hows that for the collected creep deformation data, at the maxi-

ournal of Engineering Materials and Technology
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mum, two stress levels per temperature were conducted. Any pos-
sible stress dependence of A and n is not visible in the present
data; therefore, stress dependence of the secondary material con-
stants is neglected.

Dorn �18� suggested that temperature dependence should take
the form of an Arrhenius equation,

A�T� = B exp�− Qcr

RT
� �2�

where B is the pre-exponential factor in MPa−1 h−1, Qcr is the
activation energy for creep deformation in J mol−1, R is the uni-
versal gas constant 8.314 J mol−1 K, and T is the temperature in
kelvin. Jeong et al. �19� demonstrated that while under stress re-
laxation, short term transient behavior occurs, where Qcr and n are
both stress dependent at relativity short times �e.g., less than 10
min�. After this transient stage, the Norton power law becomes
independent of initial stress and strain. This transient behavior has
been neglected here since the present study focuses on longer
periods �e.g., 1–100,000 h�. For DS GTD-111, the activation en-
ergies for creep deformation, Qcr, have been found to be 3773
kJ/mol and 3636 kJ/mol. These values are much higher than the
activation energy of self-diffusion for equiaxial PC GTD-111 and
other polycrystalline Ni-base superalloys �8,20�. Ibanez suggested
that dislocation climbing is not a viable creep mechanism for DS
GTD-111 �3�. The larger activation energy is a result of creep
controlled dislocation motion, a common occurrence in multi-
phase superalloys. Previously, efforts to model the secondary
creep constants for DS GTD-111 were not easily fittable into a
temperature-dependent form �10�. The temperature dependence of
A and n in this study is proposed as

A�T� = A0 exp�A1T� �3�

n�T� = n1T + n0 �4�

where A0, A1, n0, and n1 are constants and T is in °C. A plot of
these functions in Fig. 4 shows accurate predictions �R2

�0.9672�. Using these formulations, the temperature dependence
of secondary creep can be modeled.

5 Constitutive Model
A constitutive model that can account for both secondary and

tertiary creep regimes must be developed. In the present study, the
development of a primary creep model is not necessarily due to
the minimal amount of primary creep strain recorded during creep

least-squares values for DS GTD-111 †10‡

e tensile
h �MPa�

Rupture
strain �%�

Rupture
tim e�h�

Estimated primary
creep �%�

Least-squares
value

10 4.9 465.9 0.13 2.0588
08 15.0 5624.0 0.30 9.6451
08 13.2 243.6 0.24 1.6003
74 6.9 375.7 0.60 9.029
74 1.8 42.6 0.36 9.2964
91 21.5 321.5 0.26 0.4058
32 4.6 127.0 0.21 2.9972
02 18.8 2149.0 NA 3.7922
02 11.7 672.2 0.09 4.1546
34 7.6 980.2 NA 8.3388
34 5.1 635.3 NA 4.2331
58 14.1 68.7 0.07 0.8296
26 3.8 62.5 0.07 7.7568
91 17.8 821.3 0.01 5.7186
91 9.1 301.7 NA 0.6798
and

mat
ngt

11
11
11
9
9
9
9
8
8
8
8
4
6
1
1

tests. The relatively short regime is approximated by a static pri-
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ary creep strain applied upon loading. The Norton power law is
sed to account for steady-state creep in the form

�̇cr =
d�cr

dt
= A�̄n �5�

here A and n are the creep strain coefficient and exponent, and �̄
s the von Mises effective stress.

To account for tertiary creep, a continuum damage mechanics
odel was applied. This involves the use of a damage variable,
hich accounts for microstructural evolution. During the transi-

ion from secondary to tertiary creep, microcracks along grain
oundaries of polycrystalline materials act as stress concentra-
ions. The amplified stress due to local reduction in cross-sectional
rea is the phenomenological basis of the damage variable, 
, that
s coupled with the creep strain rate and has a stress-dependent
volution, i.e.,

�̇cr = �̇cr��̄,T,
, . . .�


̇ = 
̇��̄,T,
, . . .� �6�
straightforward formulation implies that the damage variable is

he net reduction in cross-sectional area due to the presence of
efects such as voids and/or cracks, e.g.,

�̄net = �̄
A0

Anet
=

�̄

�1 −
A0 − Anet

A0
� =

�̄

�1 − 
�
�7�

here �̄net is referred to as the net �area reduction� stress, A0 is the
ndeformed area, Anet is the reduced area due to deformation, and
is the damage variable. Some models account for the variety of

hysically observed creep damage mechanisms with multiple
amage variables �21�. An essential feature of damage required
or the application of continuum damage mechanics concepts is a
ontinuous distribution of damage. Generally, microdefect inter-
ction �in terms of stress fields, strain fields, and driving forces� is

Fig. 4 Secondary creep
elatively weak until impingement or coalescence is imminent.

21013-4 / Vol. 133, APRIL 2011
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The damage variable is applied in a first-order differential equa-
tion for the damage evolution and coupled with the creep strain
rate. Work by Kachanov �22� and, later, by Rabotnov �23� led to
the coupled Kachanov–Rabotnov equations of creep,

�̇cr =
d�cr

dt
= A� �̄

1 − 

�n

�8�


̇ =
d


dt
=

M�̄�

�1 − 
�� �9�

where the coefficients A and M and the exponents n, �, and � are
damage constants. Johnson et al. �24� showed the importance of
modeling beyond simple uniaxial tension conditions and focused
on multi-axial states of stress. A model that can implement com-
plex states of stress is necessary to accurately model gas turbine
components. Tensile/compressive asymmetry and multi-axial be-
havior can be accounted for by using the damage evolution equa-
tion developed by Hayhurst �25�, i.e.,


̇ =
d


dt
=

M�r
�

�1 − 
�� �10�

�r = �	�1 + 3�m + �1 − 	 − ��̄� �11�

where the von Mises stress �̄ is replaced by the Hayhurst triaxial
stress �r. The Hayhurst triaxial stress is related to the principal
stress �1, the hydrostatic �mean� stress �m, and the von Mises
effective stress �̄, and it includes two weight factors, 	 and , that
are determined from multi-axial creep experiments. The Hayhurst
triaxial stress becomes incompressible when 	+2�1. More re-
cent investigations have extended this damage evolution descrip-
tion to account for anisotropic damage of isotropic materials re-
sulting from multi-axial states of stress �26,27�. In these cases,
damage is described by a second-rank tensor.

Using Eqs. �8�, �10�, and �11�, a suitable tertiary creep damage

nstants for DS GTD-111
co
model is resolved. The tertiary creep damage model can be re-
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erted back to secondary creep when M =0. Damage evolution
ecomes zero, and the strain rate reverts back to the Norton power
aw for secondary creep, with the exception that �̄ is replaced by
r. This is a useful property that has been exploited in a previous
tudy to determine the transition time when the dominant creep
egime shifts from secondary to tertiary creep �20�.

The tertiary creep damage model has been used in a variety of
tudies of turbine and rotor materials. The constants A, n, M, �,
nd � are considered material properties. Stewart and Gordon
howed that by determining the creep material constants at mul-
iple temperatures for Ni-base alloy IN-617, functions that intro-
uce temperature dependence to the tertiary creep damage model
an be developed �20�. This has the effect of making the creep
train rate and damage evolution equations temperature depen-
ent. As temperature changes over time, the material constants
hange, altering the creep strain rate and damage evolution pre-
icted at the current time step.

Rupture Prediction Model
A prediction of the rupture time can be achieved using the

amage evolution formulation �Eq. �10��. Integration of the equa-
ion leads to the following:

�1 − 
��d
 = M�r
�dt

	−
�1 − 
��

1 + �
	


o




= M�r
�
to

t �12�

here under creep experiment conditions, stress is constant and to
nd 
o are equal to 0.0. Simplification leads to the rupture time
nd damage predictions,

t = �1 − �1 − 
��+1���� + 1�M�r
��−1 �13�


�t� = 1 − �1 − �� + 1�M�r
�t�1/��+1� �14�

hen adequate damage constants are determined, a high-caliber
rediction of rupture time can be achieved. Plotting stress versus
upture time on a log scale produces a linear relationship similar
o what is observed for brittle failure of other PC Ni-base super-
lloys �28�; however, under short life and high stress conditions
particularly near the ultimate tensile strength�, the rupture time
redictions deteriorate. This is due to the formulation not directly
ncluding the effects of the ultimate tensile strength in damage
volution. Applying it would provide a criterion by which the
odel could converge to the instantaneous failure when loaded

eyond the ultimate tensile strength. Under actual service condi-
ions, components are typically under significantly less stress and
esigned for longer life than the typical creep test. Secondary
reep is dominant, and the rupture time equation is quite useful in
redicting failure. Additionally, the rupture time equation can be
pplied to determine an initial guess set of damage constants. This
an be done through optimization when it is assumed that 
�t�
quals 1.0 at the experimental rupture time, tr.

Numerical Approach
The constitutive model described in Eqs. �8�, �10�, and �11� has

een implemented in a general-purpose finite element analysis
FEA� software in order to determine the constants for the consti-
utive model used in the secondary-tertiary creep formulation. The
ormulation was implemented into a FORTRAN subroutine in the
orm of a user-programmable feature �UPF� in ANSYS. The sub-
outine is incorporated with an implicit integration algorithm. This
ackward Euler integration algorithm is more accurate over long
ime periods than other practical numerical integration methods.
his allows larger time steps that reduce the numerical solve time.
ince the viscoplastic/creep behavior of materials is significant at
xtended histories, the backward Euler method is the desired

ethod for the integration of creep constitutive models �29�.

ournal of Engineering Materials and Technology
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This implementation allows for the update of the internal state
variable, 
. Initially, 
 equals 0.0, and during loading, 
 in-
creases. To prevent the singularity that is caused by rupture �e.g.,

 equals 1.0�, the damage is restricted to a maximum of 0.90. A
comparison of creep rupture data to numerical simulations shows
that rupture occurs at 
 between 0.4 and 0.6; therefore, rupture
can be achieved before a singularity occurs. To prevent an exces-
sive model solve time and large deformation errors, a simulation
was terminated once the total strain reached 100%. If needed, this
model can be applied with time-independent and time-dependent
plasticity models in a straightforward manner.

The UPF has been used to simulate the temperature and stress
loading conditions of a series of uniaxial creep and rupture experi-
ments. A single, solid, three-dimensional, eight-noded element
was used, and the appropriate initial and boundary conditions
were applied to numerically simulate uniaxial creep tests. The
loads and temperatures applied numerically simulated those of the
obtained creep rupture experiments. Figure 5 demonstrates how
these conditions are applied on the finite element model �FEM�
geometry. The constant axial load experience during creep testing
was applied on the top surface of the element. A uniform tempera-
ture was applied. Displacement controls were set to match the
constraints experienced during the simulation. These conditions
lead to an accurate assessment of the creep deformation within a
single element model. Histories of creep deformation, �cr�t�, were
recorded to a data file and subsequently compared with experi-
ments. Using this method, expansion beyond a single element to
multi-element simulations will produce an accurate measure of
creep deformation.

8 Optimization
To determine the creep damage parameters M, �, and �, an

automated optimization routine, called USHARP �30�, was used.
FEM simulations were carried out and compared with their corre-
sponding experimental data sets. In each case, the stress and tem-
perature specified in the ANSYS simulation matched those of the
corresponding experimental data set. ANSYS simulations were then
executed in an iterative optimization process until the least-
squares values between the simulated and experimental data sets
were minimized. The least-squares objective function was based

Y

X

Z

Fig. 5 Single element FEM geometry used with force and dis-
placement applied
on creep strain and is presented as
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S =

�
i=1

m

��FEM,i − �expt,i�2

m
�15�

here �FEM,i and �expt,i are the strain values obtained by FEM
imulation and experimental testing, respectively. The parameter

is the total number of data points resulting from an individual
imulation used to determine the least-squares value during a
ingle iteration. In Eq. �15�, the objective function assumes that
he strains correspond to an identical load time. Since the cardi-
ality of the data sets always differed, an automated smoothing
outine was carefully developed to unify the time basis of the data.
his feature is built into USHARP.
The simulated annealing multimodal algorithm was used as the

ptimization algorithm �31�. It is a robust optimizer, which has the
apability to find the global optimal by both uphill and downhill
oves. This capability allows it to effectively climb out of local
inima when necessary. Additionally, its implementation into the

SHARP routine was very straightforward �32�. The USHARP code
utomatically executes ANSYS at each iteration, evaluates the ob-
ective function, and updates the guess for the material constants
n the basis of the simulated annealing algorithm. An overview of
he optimization procedure is provided in Fig. 6.

Due to simulated annealing being a nonconventional algorithm,
t requires an extensive number of iterations before final conver-
ence to the global optima occurs. To reduce solve time, the solve
pace or target range to be optimized needed to be determined. To
o this, the lowest and highest temperature experiments were con-
ucted first. The solve space was set such that the lower and upper
ounds for all three damage constants were �1.0�1010. The re-
ults of these simulations were analyzed, and target ranges for the
ntermediate temperature experiments were set as 0.0�M �700,
.7���2.3, and 0.0���60. The simulated annealing routine
equires an initial guess. To determine a suitable set of initial
onstants, the derived rupture time model, Eq. �13�, was compared
ith experimental data. Manual iteration of the M, �, and � was
erformed until the relative error between experimental and simu-
ated rupture times was minimized. This produced constants that
ere readily applicable in the USHARP routine.
The Kachanov–Rabotnov damage evolution equations do not

ccount for primary creep. Primary creep strain was therefore ap-
roximated from experimental data and added to the finite ele-
ent solution. These modified creep strain values were applied in

he least-squares calculations and were plotted with the experi-
ental data. As a result, the secondary creep regions of each curve

onferred a better fit on the tertiary creep region. This ensured that
ore accurate material constants were determined. The primary

reep values used for each data set are presented in Table 2.
As the optimization routine progressed, the least-squares values

ere recorded at every iteration. This provided a clear display of

Fig. 6 USHARP optimization framework †30‡
onvergence using the simulated annealing algorithm, as pre-
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sented for every tenth iteration in Fig. 7. It is observed that simu-
lated annealing continuously moved both up and downhill toward
a minimal least-squares value. Depending on the quality of the
initial guess, the number of iterations until convergence greatly
varies. A least-squares value less than 10 was necessary during
each optimization run. Otherwise, an improved initial guess would
be selected and optimization would be performed again until a
suitable value was obtained.

A list of the least-squares values found is in Table 2. In all
cases, the optimization routine on average produces better least-
squares values for the L orientation. This can be attributed to the
slight variability in alignment of the long grains between different
specimens. For a number of experimental data sets, simulated an-
nealing was unable to determine a suitable set of constants. In
these experiments, strain softening beyond the minimum creep
rate was minimal. As a consequence, the creep damage parameters
could not properly be optimized by USHARP. Instead, the values
for the material constants were obtained manually until a suitable
set of constants could be realized. Then, the least-squares formu-
lation was applied to determine the quality of fit. Damage con-
stants were optimized for every combination of temperature and
stress.

9 Results

9.1 Creep Deformation. Optimization of the Kachanov–
Rabotnov isotropic creep damage formulation to the creep test
experimental data has been used to determine the tertiary creep
damage constants, M, �, and �. A list of these optimized constants
is presented in Table 3. For each of the available creep tests, the
final optimized finite element solution has been superimposed
with creep deformation data, as shown in Fig. 8. It should be
noted that primary creep approximations were added directly to
the collected FEM deformation data to account for the primary
creep regime. It is observed that for all 16 creep tests, high-caliber
fits to the creep deformation data were achieved. The isotropic
creep damage model is found to accurately model the creep de-
formation as measured from a uniaxial specimen.

The behavior of the tertiary creep damage constants with re-
spect to temperature is very important. Temperature-dependent
functions of the tertiary creep damage constants for both L and T
orientations of DS GTD-111 would allow accurate modeling of
creep strain that develops in directionally solidified components
under a thermal gradient. Taking the results of the optimization
routine, an automated curving-fitting tool was used to determine
suitable functions for the damage evolution constants. The tertiary
creep damage coefficient, M, was found to work well in an expo-
nential equation of the form

M�T� = �1M1 exp��2M0T�

�L

T
�orientation = � �1 = �2 = 1

�1 = 0.8245, �2 = 1.0722
 �16�

where T is in °C and M1 �MPa−� h−1� and M0 �unitless� are con-
stants. The unitless weight values �1 and �2 were used to imple-
ment the formulation for both L and T orientations. Ideally, the
creep constants would be expressed in terms of tensile data �e.g.,
yield strength and UTS�; however, that is saved for future study.
Figure 9 shows the regression fit of the temperature-dependent
function to the optimized constants. The temperature-dependent
functions for the tertiary creep damage coefficient, M, carry R2

values of 0.9593 and 0.9409 for L- and T-oriented specimens,
respectively.

The tertiary creep damage exponent, � �unitless�, was found to
exhibit no perceivable temperature dependence. The average val-
ues for L and T were observed as 2.1292�0.2160 and
2.0994�0.2834, respectively. Small changes in the � tertiary
creep damage exponent have a strong effect on the damage rate

and, consequently, the M and � tertiary creep damage constants.
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he placement of the tertiary creep damage exponent, �, as a
ower of stress, �, sets the � constant as a stress sensitivity factor.
he fluctuations in the � tertiary creep damage constants found in

he optimized fits �Table 3� have a detrimental effect on the caliber

Fig. 7 Least-squares values prese
optimization

Table 3 Tertiary creep dam

atl. orient. 	
deg�

Temperature Stress Ter

°C °F MPa ksi
M

�MPa−�

�0� 649 1200 896 130 10.0
�0� 760 1400 408 60 20.8
�0� 760 1400 613 89 19.7
�90� 760 1400 517 75 36.1
�90� 760 1400 613 89 51.8
�0� 816 1500 455 66 64.1
�90� 816 1500 455 66 167.5
�0� 871 1600 241 35 96.0
�0� 871 1600 289 42 131.0
�90� 871 1600 241 35 263.0
�90� 871 1600 289 42 345.8
�0� 940 1724 244 35 579.1
�90� 940 1724 244 35 600.0
�0� 982 1800 124 18 655.9
�0� 982 1800 145 21 665.2
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of the temperature-dependent regression fits for the M and � ter-
tiary creep damage constants.

Again, ideally, the temperature dependence of creep constants
would be expressed in terms of tensile data, but this is saved for

d for every tenth iteration during

constants for DS GTD-111

creep damage constants Functional fit, f�T�

� � �
M

�MPa−� h−1� � �

1.880 55.000 6.009 2.129 55.093
1.900 8.500 28.556 2.129 10.342
2.231 13.261 28.556 2.129 10.342
2.106 14.810 50.881 2.099 29.210
2.203 39.931 50.881 2.099 29.210
2.257 3.792 62.686 2.129 6.249
1.981 28.224 118.221 2.099 17.444
2.022 7.161 135.691 2.129 7.351
2.054 9.698 135.691 2.129 7.351
2.098 2.296 270.579 2.099 9.446
1.919 6.823 270.579 2.099 9.446
2.310 7.069 357.522 2.129 8.018
2.290 7.069 764.588 2.099 4.396
2.221 3.278 644.780 2.129 4.070
2.288 5.126 644.780 2.129 4.070
nte
age

tiary

h−1

00
47
84
61
01
27
90
15
10
10
40
20
00
30
00
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uture study. In the present study, the tertiary creep damage expo-
ent, �, was found to produce a less than ideal fit to temperature
n a polynomial equation of the form

���� = �3T3 + �2T2 + �1T + �0 �17�

here T is in °C, and �0, �1, �2, and �3 are constants �indepen-

Fig. 8 Creep deformation fits of L „open… and T „filled… DS
Kachanov–Rabotnov formulation
ent sets for both L and T�. Figure 10 shows the regression fit of
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the temperature-dependent function to the optimized constants.
The temperature-dependent functions for the tertiary creep dam-
age constants, �, carry R2 values of 0.9876 and 0.5309 for L- and
T-oriented specimens, respectively. The low R2 value in the
T-oriented specimen data is likely due to the fluctuations observed

TD-111 at temperatures of 649–982°C using the isotropic
G
in the � tertiary creep damage constants. These slight fluctuations
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ecessitate an observable shift in the � tertiary creep damage
onstants to produce an accurate damage rate. This issue could be
liminated by conducting another batch optimization where the �
ertiary creep damage constants are negated as a possible
emperature-dependent variable. Setting the � tertiary creep dam-
ge constants as the known average from the initial optimization

ig. 9 Temperature dependence of the M tertiary creep dam-
ge constants for DS GTD-111

ig. 10 Temperature dependence of the � tertiary creep dam-
ge constants for DS GTD-111

Table 4 Damage and ruptu

atl. orient. 	
deg�

Temperature Stress Critical damage, 
 f

°C °F MPa ksi MK MK/2 ISO

�0� 649 1200 896 130 0.19 0.10 0.05
�0� 760 1400 408 60 0.63 0.32 0.35
�0� 760 1400 613 89 0.45 0.22 0.13
�90� 760 1400 517 75 0.47 0.23 0.13
�90� 760 1400 613 89 0.37 0.19 0.03
�0� 816 1500 455 66 0.54 0.27 0.58
�90� 816 1500 455 66 0.51 0.26 0.06
�0� 871 1600 241 35 0.70 0.35 0.25
�0� 871 1600 289 42 0.64 0.32 0.22
�90� 871 1600 241 35 0.71 0.36 0.43
�90� 871 1600 289 42 0.65 0.33 0.26
�0� 940 1724 244 35 0.47 0.29 0.31
�90� 940 1724 244 35 0.61 0.26 0.24
�0� 982 1800 124 18 0.35 0.37 0.57
�0� 982 1800 145 21 0.24 0.35 0.33
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could improve the modeling of the temperature dependence of the
tertiary creep damage constants. Additionally, the weak depen-
dence could be a symptom of the lower number of experimental
tests available for the T orientation and/or microstructural incon-
sistency due to the use of three different material batches. In gen-
eral, the R2 achieved could be improved by conducting additional
experiments in the L and T orientations and by removing outlier
data points.

The formulation could be modified by relating the tertiary creep
damage constants as a function of temperature-dependent material
properties. This could be done with a quantitative analysis of the
correlation between elastic and plastic material properties with the
M and � constants.

The implication of using these temperature-dependent functions
is that it allows model structures whose boundary conditions in-
clude thermal gradients. Regions at elevated temperatures will
undergo a higher level of creep deformation compared with those
at lower temperatures. Using these functions leads to simulations
that more accurately predict the locally critical points. Along simi-
lar lines, creep deformation during thermal cycling can be consid-
ered.

9.2 Rupture Predictions. Before analyzing the rupture time
predictions using the isotropic rupture time prediction model �Eq.
�13��, it is necessary to study the isotropic damage prediction �Eq.
�14��, which will help facilitate an accurate estimate of critical
damage. Work by MacLachlan and Knowles �28� suggests that
critical damage is limited by the UTS. Since the UTS is the maxi-
mum resistance to fracture, it is a justly assumed criterion. Failure
is reached when the net/effective stress �Eq. �7�� is equivalent to
the UTS and takes the form

�̄net =
�̄

�1 − 
�
⇒ 
 f =

UTS − �̄

UTS
�18�

where simplification provides an estimate of critical damage.
Table 4 provides a comparison of the isotropic �ISO�,
MacLachlan–Knowles �MK�, and half MK damage predictions.
The results demonstrate that the isotropic model �ISO� produces
much lower values of critical damage when compared with MK
estimates. This inconsistency can be explained. The MacLachlan
and Knowles damage formulation directly includes the UTS in the
form

d


dt
= C � � �̄net

UTS − �̄net
��

�19�

where C and � are constants. This provides a method by which
failure is assumed when net/effective stress is equal to UTS. The

predictions for DS GTD-111

xperimental rupture time, tf
�h�

Predicted rupture time, trup
�h�


=1.0 
=0.25 
=MK 
=MK /2

465.9 502.9 502.9 502.9 501.2
5624.0 5533.2 5173.4 5532.8 5383.0

243.6 213.6 210.1 213.6 207.8
375.7 338.3 334.7 338.3 333.4

42.6 34.1 34.1 34.1 34.1
321.5 326.5 244.2 318.6 254.4
127.0 110.8 110.8 110.8 110.8

2149.0 1952.8 1766.2 1952.7 1894.6
672.2 629.1 600.1 629.1 618.9
980.2 1158.5 709.6 1139.2 886.2
635.3 701.9 628.0 701.8 670.1

68.7 65.3 58.9 64.9 61.0
62.5 70.5 63.6 70.5 64.6

821.3 799.9 566.3 675.0 688.9
301.7 278.7 230.8 227.8 258.3
re

E
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TS directly influences not only the point of critical damage but
lso the rate of damage. The isotropic creep damage formulation
oes not directly include UTS; thus, the net/effective stress nears
nfinity at failure, and the damage evolution is not altered. For the
urposes of this study, it is found that reducing the MK estimate
y half greatly reduced the error between predicted critical dam-
ges. This has substantial benefits. Of importance is the relation-
hip between stress and critical damage. Inspection of the applied
tress versus critical damage is shown in Fig. 11. It is observed
hat the ISO critical damage prediction produces a similar trend to
he half MK estimates. With additional creep tests, a well defined
tress-critical damage curve can be obtained. A function could be
reated using either prediction method to determine critical dam-
ge at a set temperature and orientation.

Based on the critical damage prediction, rupture time predic-
ions using Eq. �13� are performed. Table 4 provides rupture time
redictions at various set levels of critical damage. The least con-
ervative estimate is when critical damage is set to unity �
 f

1.0�. This assumes that failure occurs at a net/effective stress of
nfinity. Four rupture predictions were nonconservative, with the
ighest at 1.182tf. Next, the critical damage is set to 0.25. This is
pproximately the average value produced using the isotropic
ritical damage predictions in Table 4. This provides the second
est predictions in terms of conservatism, with only two noncon-
ervative predictions, the highest being 1.0794tf. Next, critical
amage is set to MK. This generates the results similar to critical
amage at unity. Four rupture predictions were nonconservative,
ith the highest at 1.1622tf. Reducing to half MK generates the
ost conservative predictions with three nonconservative rupture

redictions, the highest at 1.0757tf.
In most cases where nonconservative estimates were found, the

east-squares value at the end of optimization was high. This sig-
ifies that additional optimization using a more advanced routine
ould produce improved constants, resulting in a better estimate of
upture time. In all cases, the rupture time predictions are within a
actor of 1.2. When applying a factor of 1.2 or greater, rupture
ime predictions using a critical damage of unity can be taken as
s. Figure 12 provides a visual representation of the rupture time
redictions compared with experiment. It shows that reducing the
alue of critical damage increases the conservatism of rupture
ime predictions. It also shows predictions with critical damage at
nity, although the least conservative, are acceptable.

The following method should be used when attempting to pro-
uce the most conservative estimates of rupture time. The MK
ritical damage �Eq. �18�� should be found using the materials’

Fig. 11 Stress-damage curves for „a… L
TS. The MK estimates should be reduced by half and applied
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within the rupture time prediction. The advantage of the MK
method is that it provides critical damage estimates for the tem-
perature range of available UTS data and at the level of applied
stress. The disadvantage, however, is that UTS data are needed for
both longitudinal and transverse orientations, necessitating addi-
tional mechanical testing.

10 Conclusions
The modified Kachanov–Rabotnov tertiary creep damage mate-

rial model performed well in modeling the creep response of the
DS GTD-111 superalloy. Using the simulated annealing optimiza-
tion routine produced tertiary creep constants, which accurately
predicted the creep deformation at various stress and temperature
conditions. The later developed temperature- and stress-dependent
regression models were found to accurately and moderately match
the optimized tertiary creep constants in the L and T orientations,
respectively. Application of the rupture time estimation model
shows that it can closely predict rupture times found in experi-
mental data for the L and T orientations. Future work will focus
on improving the quality of the T-oriented temperature- and
stress-dependent regression formulations via additional mechani-
cal testing.

„b… T orientations at 760°C and 871°C
Fig. 12 Rupture time comparison
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